 10. DATA ACQUISITION AND STORAGE
10.1 DATA ACQUISITION (DAQ)

The task of the data acquisition system [10.1] is to collect in a coherent way all the data needed for the gravitational wave signal extraction and for the validation of the detector. Therefore it requires a site wide timing system to produce and record synchronously all the data, different dedicated readout systems or interface to the control servos distributed over the site, tools to format, transport and write the data on files and online monitoring tools to display the data or to analyse in real time the state of the detector. 

Since most of the Virgo control system are digital, the DAQ has strong connections with the control systems. The timing system is the same as the one used to drive the controls (section 8). The digitized signals used by the servo loops are collected by the DAQ. This is achieved without introducing any disturbance in the control loops. 

One important requirement on the DAQ system is to be flexible and scalable in order to accommodate the evolution of the interferometer during the commissioning phase. In addition reliable continuous operation must be ensured during the whole lifetime of the experiment, while following technology progress. 
10.1.1 Data acquisition choices

The high number of channels to be read out in Virgo requires a DAQ system able to sustain several MByte/s of data flux and a high data storage capacity with fast random access to the data. Further requirements are imposed by the distribution of the DAQ over the two 3 km arms. In addition, online control constraints require a latency of at most a few seconds between ADC readout and availability of data for display in control room. Finally, the production of several monitoring and trend data streams is needed to follow the state of the detector and to monitor the performance of the data acquisition system.
The number of channels has evolved according to the comprehension of the detector behaviour and the phases of the commissioning. The necessary flexibility has been achieved using modular hardware and software building blocks. Standard Unix-like workstations with a set of libraries and "plug-and-play-like" software tools compose the data acquisition system. Shared memories and Ethernet connections are used for communication. Some Virgo home-made basic libraries [10.2] are used to easily handle in a uniform way the configuration management, the online monitoring, the data transfer or the online access to the data. The same data format, called “frame” format [10.3], is used for data acquisition and online processing. It provides an easy way to store data as time slices of various lengths and to produce different data streams. This frame format has been adopted for data exchange between the various gravitational wave detectors around the world.

This modular data acquisition system has a three level structure: the front-end readout, the frame builder and the frame collector.

10.1.2 The front-end readout

The front-end readout processes are synchronized over the whole site using a timing system (Section 8) based on GPS signal with microsecond precision. Real time processors (RIO 8062 PowerPC) running under LynxOS manage the exchange of data with the electronics modules hosted in VME crates. These include ADCs, timing boards, DSPs, DACs, digital camera readout. Time critical data transmission is achieved using Digital Optical Links (DOLs) while other data are exchanged with an Ethernet connection.
10.1.3 The frame builders
They collect the data from the front-end readout and put them in frame format: 

· The Slow Frame Builder: It collects the data sent through Ethernet by the Slow Monitoring Stations which provide data at a rate less than or equal to 1 Hz. Periodically, the timing system sends a message to the slow frame builder, Then the slow frames builder requests data to the various Slow Monitoring Stations through Ethernet. Data are sent back as an ASCII string and are put in frame format. The slow frame builder sends periodically those frames to the frame collector.

· The Fast Frame Builder: It collects data sent through optical links by the front-end processors for photodiodes and suspensions sensors. The data are stored in the buffer of the reception DOL. The packets collected from various DOL’s and stamped with the same frame number are merged in one second frames. A data compression algorithm reduces the size of those frames by a factor of about 2.5 in stable interferometer conditions.
· Specific Frame Builders: Some processes, in charge of specific actions (detection bench control, output mode-cleaner control, camera readout or the environment monitoring) read ADCs when receiving an interrupt signal provided by the timing system. Then they format the data in frames and send them directly to a frame collector.

The Frame Builder architecture is shown in figure 10.1.
10.1.4 The frame collectors

Also named Main Frame Builders, they collect asynchronously the frames sent by the various frame builders and merge them into a single frame containing all the data acquired. Those data are then dispatched to the next stage of the DAQ pipeline using a shared memory. This mechanism allows for a fast and easy online access to the data. Several “consumer” processes can read this shared memory, each with its own channels selection, its own processing and its own output destination. All the frame collectors run on standard workstations under a Unix-like operating system.

Each main Virgo sub-system (suspensions, detection, injection and environment monitoring) has its own data acquisition line with the three data acquisition levels described above. This allows, when needed, an independent online access to the data of each sub-system through its frame collector. It also allows to distribute first level online processing tasks that consume much CPU power. At the output of the four data acquisition lines a final frame collector sends frames to the raw data storage and to the online workstations.
10.1.5 Raw data flow and latency
At the output of raw data collection, each frame (one second of data) contains about 7 MBytes of compressed data (about 18 MBytes per second if uncompressed). Fast Ethernet and Gigabit Ethernet networks with TCP/IP protocol are used to transmit these data down to the online displays programs, to monitoring processes and to the data storage. At this level, the data are available with a delay lower than 2 seconds.

10.1.6 Data streams

To complement the raw data stream as well as to provide summary information over long time segments, trend data with various sampling frequencies are produced. These are the streams of the 50Hz re-sampled data and one second and one minute trend data, which include statistical properties, These streams are produced online and stored on disk, providing information over a timescale of years. 
An additional data stream containing spectra of selected channels is produced to have fast access to information in the frequency domain (for instance to perform time-frequency plots over hours or days). 

10.1.7 DAQ system monitoring

A graphical interface has been developed to control all DAQ processes. This graphical interface uses the Ethernet network and the Virgo basic libraries to provide both in the control room and on a web page the status of the DAQ processes (started or stopped, memory consumption, etc...). In addition to this interface, some trend data are produced within the DAQ chain to perform a statistical analysis of the DAQ system performance.
10.1.8 DAQ system performance
The main characteristics and performance of the DAQ system are summarized in the following table.
Overall mean latency: 1.8 sec

Mean data flux: 30 MB/s (uncompressed)   7 MB/s (compressed)

Mean number of raw data channels: 1350 

Mean number of trend data channels: 7600

Frames length: 1 sec

Trend frames length: 1800 sec

GPS time stamp precision: 1 microsecond

The channel sampling rate varies from 20 kHz to less than 1 Hz depending on the bandwidth of the physical quantity measured.

10.2 Storage and data management system
The data storage has to comply with a continuous data flow of 6-7 MByte/s, while being highly reliable to guarantee recording of rare astronomical events. In addition, due to the continuous tuning work on the detector, the whole set of data corresponding to the most recent history (about 5 months) needs to be available for analysis on site. This results in the need for a 120TB disk storage farm. The data storage must allow writing of data by the DAQ system, simultaneous access by users and continuous transfer to the computing centers (CNAF-Bologna and CCIN2P3-Lyon) which act as external data repositories. For archive and safety data are also replicated on tapes shortly after having been written on disk.

The data writing occurs using dedicated systems of workstations and on-line buffers, while the main user access occurs through the storage farm (off-line storage). The on-line and off-line storage systems are connected by a dedicated LAN and data are migrated asynchronously from the on-line buffers to the storage farm. From the storage farm the data are then sent to the external computing centers where most of the analysis is performed. Fig. 10.2 shows the general storage architecture.

10.2.1 ON-LINE STORAGE

For the raw data, i.e. nearly the total of the produced data, two identical streams are spilled from the Main Frame Builder and sent to two on-line buffers (stol1 and stol2) over Ethernet connections. The buffers are two independent Linux servers where the DAQ clients write on directly connected storage arrays.

Stol1 is considered as the reference stream, therefore the storage is a fully redundant 4TB FC-to-SCSI RAID5 array with hot spare disk. Its capacity is enough to guarantee the buffering of the data for about 1 week whatever may happen to the downstream storage.

A backup client runs directly on stol1 and copies the data to a 6TB tape library with LTO Ultrium1 tapes. The tapes are vaulted at a rate of 40 tapes per week and put on shelves for crash recovery of the storage farm volumes.

The tape libraries uses 3 tape drives even if 1 drive is nominally capable to keep the pace at 15MB/s. No access to the data is allowed from stol1 itself and data are then migrated to the storage farm,.

Stol2 is an identical server but with a SCSI array of  1TB, its main purpose being to provide a redundant copy of the data in case stol1 has some faults and to give users access to last minute data.

Data sampled at 50Hz and trend data are written on other non redundant servers but are replicated to stol1 for the tape archiving.

10.2.2 OFF-LINE STORAGE

The storage farm is made of 13 Linux servers connected to a 120 TByte Storage Area Network with a read/write speed of 2 GByte/s. The disk area is seen by the local users as NFS volumes of 1 TByte each that can be accessed at the speed of  40 MByte/s. 

10.2.3 DATA MANAGEMENT

The absence of a single virtual file system where data can be placed irrespectively of the physical storage and the possibility of hardware failures requires a special software to move the data in a safe way from the on-line buffers to the storage farm (where data are mainly in a circular buffer with the last 5 months of data) keeping track of the files position and replicas. 

The storage nodes keep track of local files while a global placement map according to the migration status and volumes availability is maintained. The information about files location and frames content is written in a Frames File List (FFL), which is the common format used by the software applications to locate the data.
10.3 ONLINE MONITORING

10.3.1 Data quality and Detector Monitoring

A set of monitoring programs provides information (mainly quality flags) tagging the time epochs when data are not usable for analysis. This information is also provided online in the control room and on web pages that show the status of the complete interferometer and its sub-systems, and possible operator action. A summary quality flag represents the overall detector status and can be used to prevent analysis in inappropriate conditions. In addition, a "Science Mode" flag is generated upon operator’s request, when a basic set of quality checks are fulfilled. These flags are recorded in the data frames so that they can be used in the data analysis as a first level veto.

10.3.2 Data Display

The Data Display is a program developed on purpose to  provide an easy way to display data online or offline and do some minimal data analysis. It acts as a digital oscilloscope and as spectrum analyzer for the signals present in the interferometer. Basic statistical analysis is available and channels can be combined to study coherence, correlation or to measure transfer functions. The Data Display can also be run remotely or on offline data and is a widely used tool for interferometer studies.

10.3.3 Web Monitoring

Relevant trend data are displayed on web pages using a tool that provides periodically updated plots for the main channels of each detector’s subsystems, for the data acquisition or for online processing and data analysis:[ http://wwwcascina.virgo.infn.it/MonitoringWeb ]
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